
H i C N Households in Conflict Network 
The Institute of Development Studies - at the University of Sussex - Falmer - Brighton - BN1 9RE 

www.hicn.org 
 
 

Naxalite Insurgency and the Economic Benefits of a 

Unique Robust Security Response1 
 

Saurabh Singhal
2
 and Rahul Nilakantan

3
 

 
 
 
 
 
 
 

HiCN Working Paper 127 
 

October 2012 

 
Abstract: Using the synthetic control method of analysis, we provide the first 

measurements of the direct economic benefits of a unique robust security response to an 

insurgency. Of all the states affected by Naxalite violence in India, only one state i.e. 

Andhra Pradesh raised a specially trained and equipped police force in 1989 known as the 

Greyhounds, dedicated mainly to combating the Naxalite insurgency. Compared to a 

synthetic control region constructed from states affected by Naxalite violence that did not 

raise a specially trained anti-Naxalite police force, we find that Andhra Pradesh gained on 

average 16.11% of its per capita NSDP over the period 1989 to 2000. The effects on the 

various subsectors of the non-agricultural sector range from approximately 11% to 25%. 

Placebo tests indicate that all results are significant. Standard difference-in-difference 

specifications at the state and industry level further corroborate these findings. 
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1 Introduction

Since its independence in 1947, India has faced numerous insurgencies within its borders at

various points in time. One of the longest running insurgencies in India is the Naxalite - also

known as the Maoist - movement. Using the synthetic control method of analysis developed

by Abadie and Gardeazabal (2003), we present the first estimates of the economic gains - in

terms of income per capita - of a unique, robust security response to the Naxalite insurgency

in one of the affected states i.e. Andhra Pradesh.

With the ultimate objective of overthrowing the state by force and establishing a com-

munist regime (Ramana, 2009 and Gupta, 2007), the Naxalite movement started in a small

village in West Bengal in 1967, and then spread steadily across the country. The rate of

spread of the movement has become alarming in the recent past, from 76 districts in 9 states

in 2005 (Government of India, 2006) to 182 districts in 16 states in 2007 (Ramana, 2009).

By the Indian Government’s own estimate it accounts for about 91% of the total violence in

India and 89% of the resulting deaths (Government of India, 2005) prompting Prime Min-

ister Manmohan Singh to observe that the Naxalite insurgency is the single biggest internal

security threat facing the country.

While other countries have generally relied on soft counterinsurgency policies, India has

frequently resorted to security based or “coercive” responses to its insurgencies. The usual

strategy is to flood the affected area with security forces in order to stifle the insurgency

and once some sort of order is restored, the State normally negotiates a political settlement

within the framework of the constitution. This strategy has borne mixed results. While this

has worked in Punjab, Tripura and Mizoram, it has been unsuccessful in Assam, Nagaland

and Jammu & Kashmir.1

The Naxalite insurgency differs from the usual Indian insurgency experience on two

important counts. Firstly, while most of the other insurgencies are restricted to a small

region or a state, the Naxalite insurgency is spread over a large part of India, making

it difficult to coordinate counterinsurgency efforts across states. Secondly, while all the

other counterinsurgency efforts have seen the involvement of the Indian Army, the states’

response to the Naxalite insurgency has been dependent on the state police forces. Of the

several states in India that are affected by Naxalite violence, only one state raised a specially

trained police force dedicated to combating the Naxalite insurgency. This explicit change

in the government’s counterinsurgency policy gives us a unique opportunity to measure the

direct economic benefits of this robust localized security response to the Naxalite insurgency.

1See Chadha (2005) for a summary of these insurgencies and Mukherjee (2010), Rajagopalan (2008) and
Ganguly and Fidler (2009) for a discussion on India’s counterinsurgency experience.
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Using the synthetic control methodology we find that the introduction of a specialized

police force called Greyhounds in Andhra Pradesh in 1989, yielded a “security dividend”

equal on average to 16.11% of its per capita net state domestic product (pcNSDP) over

the period 1989 to 2000. We further find that this effect came through 11%-25% effects

on various subsectors of the non-agricultural sector. Placebo tests indicate that our results

are significant. Additionally, these results are robust to standard difference-in-difference

specifications at the state and industry level. To the best of our knowledge, this is the first

study that directly estimates the economic benefits of a security response undertaken by a

state to counter an extremist threat.

The rest of the paper is organized as follows. Section 2 briefly summarizes the related

literature. Section 3 provides a brief history of the Naxalite movement in India and the state

response. Section 4 provides a brief overview of the synthetic control method of analysis and

the data. Section 5 describes the results of the analysis, Section 6 discusses the findings and

Section 7 concludes.

2 Related Literature

While understanding the linkages between conflict and socio-economic outcomes has long

been considered important, the focus on the effects of counterinsurgency policies is recent

and mainly due to the wars in Iraq and Afghanistan. Researchers and practioners of coun-

terinsurgency broadly classify the policies as either “carrot” or “stick”. The “carrot” or

“soft” counterinsurgency approach is dominated by two major mechanisms. The first is the

“hearts and minds” approach. This aims to win the over the population by providing them

public services, with the expectation that once their grievances are addressed, the attitude

of the population towards the government will improve. The civilians are then less likely to

help or join the insurgents and more likely to share information with the counterinsurgents.

The existing research provides mixed evidence. While Berman, Shapiro and Felter (2011)

find that improved service provision through the Commanders Emergency Reconstruction

Program (CERP) in Iraq reduced violence, Beath et al.(2011) find that even though the

National Solidarity Program (NSP) in Afghanistan improved villagers’ perception of the

government, it had no effect on violence levels. Furthermore, Crost and Johnston (2010)

find that the KALAHI-CIDSS development assistance program in the Philippines actually

increased violence.

The second mechanism is the opportunity-cost approach that builds on Becker’s theory

of crime (Becker 1968). Improved economic environment, access to the market, labor market
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conditions, etc. increase the costs of participating in the insurgency thereby reducing the

supply of insurgents. While, Berman et al. (2011) find evidence against this mechanism,

Iyengar et al. (2011) find that labor-intensive projects under CERP reduced violence levels

in Iraq.

Overall, even though the current evidence on the different mechanisms underlying the

soft counterinsurgency approach is mixed, given the U.S. army’s focus on this approach (U.S.

Army, 2007), the base of knowledge has been rapidly expanding over the last few years. Sur-

prisingly, this has not been the case for the coercive or “stick” measures of counterinsurgency.

Although coercive counterinsurgency measures have been employed frequently, there have

been few systematic empirical evaluation of these policies. Security based state responses

may deter civilian support and reduce violence (Lyall, 2009) or drive up support for the

insurgents (Kocher et al., 2011).

Further, the evaluation of state response to insurgencies has been largely restricted to

the effects on the production of violence. However, the efficacy of counterinsurgency may

also be evaluated via their effect on economic outcomes (Kapstein, 2012 and Greenstone

2007). Existing research finds that markets, by efficiently aggregating information, can

be a good indicator of civilians’ security outlook and provide an unbiased evaluation of

the state’s security policy. This methodology is particularly useful when violence data is

unreliable or unavailable, as is the case for the Naxalite insurgency over the duration of this

study. For example, Zussman and Zussman (2006) find that the Israeli and Palestinian stock

markets respond negatively to Israel’s assassinations of senior political leaders of Palestinian

terrorist organizations but positively to the assassination of senior military leaders. Similarly,

some papers have used the price of Iraqi state bonds to measure the effectiveness of various

counterinsurgency policies in Iraq. Greenstone (2007) finds a sharp decline in bond prices

immediately after the “Surge” indicating worsening expectations about Iraq’s future. Chaney

(2008) finds evidence that the Iraqi bond market fell following the news of coalition troops

withdrawal but responded positively to news of negotiations with Iran. This paper builds

on this line of work that uses economic indicators to evaluate the effectiveness of security

policies.

Finally, despite now running in its fifth decade, there exist few systematic quantitative

studies on the Naxalite insurgency. Cross-sectional studies find high incidence of poverty,

low levels of literacy, forest cover and population share of members of scheduled castes and

tribes to be the main correlates of Naxalite activity at the district level (Borooah, 2008

and Hoelscher et al., 2011). Gawande, Kapur and Satyanath (2012) in a panel data study

find that adverse natural resource shocks increase the intensity of Naxalite violence over the
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period 2001-08. Eynde (2011) finds that negative rainfall shocks increase Naxalite violence

against civilians in order to deter them from becoming police informers.

3 The Naxalite Movement

The Naxalite movement traces its roots to Naxalbari, a small village in West Bengal. In

March 1967, a tribal farmer was attacked by local landlords over a land dispute. A peas-

ant uprising followed, led by revolutionaries of the Communist Party of India (Marxist) i.e.

CPI(M) in several states of India, namely Andhra Pradesh, Bihar, Jammu and Kashmir,

Karnataka, Kerala, Orissa, Tamil Nadu, Uttar Pradesh, and West Bengal. The West Ben-

gal government, despite being led by CPI(M), crushed the rebellion within West Bengal.

However, the revolutionaries within the CPI(M) split to form the All India Coordination

Committee of Communist Revolutionaries (AICCCR) in 1968. The AICCCR rejected par-

liamentary elections and called for an armed uprising against the state. Due to internal

conflicts, the AICCCR split, and a new organization called the Communist Party of India

(Marxist-Leninist) i.e. CPI(ML) was formed in 1969. At the same time, another organiza-

tion, later known as the Maoist Communist Center (MCC) was formed in Bihar under the

name Dakshin Desh. Response by the state security forces was swift and violent, suppress-

ing the insurgency by 1972. Although, the CPI(ML) continued armed struggle against the

Indian state throughout the 1970s, the movement was riven by internal conflicts, suffered

from further splits, and soon disintegrated.

Of the various factions to emerge from the CPI(ML), the two most prominent ones were

the Communist Party of India (Marxist-Leninist) Liberation i.e. CPI(ML) Liberation in

1974 and the Communist Party of India - Marxist Leninist (People’s War), also known

as the People’s War Group (PWG) in 1980. While the CPI(ML) Liberation did not rule

out the possibility of armed revolution against the state, it did participate in the electoral

process, even winning an election in Bihar in 1989. The PWG and the MCC on the other

hand, completely rejected the democratic system and continuously waged a “people’s war

for the people’s government”. Through the 1980s and 1990s the various factions rapidly

consolidated their bases, actively engaged the state security forces but showed little inter-

group coordination. Of late, however, there have been many mergers - the biggest being that

of the MCC and the PWG to form the Communist Part of India - Maoist (CPI-Maoist) in

2004.2

2A more detailed description of the history of the movement can be found in Kujur (2008) and Gupta
(2007).
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The Naxalite violence has imposed economic costs on the affected states through various

avenues. For example, the blog Naxal Terror Watch3 documents incidents of Naxalites

destroying pipelines transporting iron ore slurry in Chattisgarh, destroying road construction

machinery in Bihar, forcing the closure of bank branches in Jharkhand, disrupting power

supply by damaging hydroelectric power stations in Orissa, impeding interstate commerce

by routinely preventing the repair of national highways and damaging railway infrastructure

in Jharkhand and Orissa, and degrading telecom service by destroying mobile phone towers

(Naxal Terror Watch, 2012).

The Naxalites also impede economic growth by administering a “kidnap and extortion

empire” in their areas of operation. For example, in a dramatic show of force, the Naxalites

held a prestigious high-speed train and its 700 passengers hostage for about five hours in

2009 (Hindustan Times, 2009). Extortion from small and large enterprises as well as the

collection of ‘taxes’ is reportedly common in areas under Naxalite control (Singh and Diwan,

2010).4 Joshi (2010) reports that investments of the order of Rs.130 bn. (approximately

$2.83 bn. at 2012 exchange rates) were tied up in just the power and steel industries in

projects that could not be completed in the state of Chattisgarh on account of Naxalite

violence. Additionally, civilians caught between the insurgents and the government forces

face reduced access to health care (Solberg, 2008) and educational services.

3.1 State Response and the Greyhounds

The state counterinsurgency response to the rapid growth of the Naxalite movement since

the 1980s has been lacking and inconsistent. The affected states have primarily relied on the

regular police force to maintain security. However, the state police forces being understaffed

and inadequately trained for counterinsurgency operations, have failed to check the Naxalite

insurgency. Further, since maintaining law and order in India is the responsibility of the

states, until recently, there has been little coordination between the central and the state

governments on the approach towards the insurgency. The role of the central government

has been largely restricted to providing reinforcements from the central police organizations

when requested to do so. The deployment of central police forces is usually for limited time

periods and have done little to boost counterinsurgency efforts (Oetken, 2009 and Ramana,

2009).

3This blog, available at naxalwatch.blogspot.com aggregates reports of Naxalite activity from popular
Indian newspapers.

4Singh and Diwan (2010) report that police investigations in 2007 revealed the revenue of CPI(Maoist)
to be over Rs. 20 bn. ($ 400 m.). Another major source of revenue is reported to be poppy cultivation.
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Of the affected states only Andhra Pradesh raised a separate police force, called the

Greyhounds, whose main purpose was to combat the Naxalite insurgency in the state.5

Established in 1989 as a separate administrative unit, the Greyhounds are an elite commando

force specially trained in counterinsurgency methods, well-equipped and have their own

intelligence network and other support units. The personnel are recruited from the regular

police force and though exact numbers are not publicly available, the size of the Greyhounds

is reported to have steadily increased from 886 in 1989 (Shatrugna, 1989) to around 2000

currently (Priyadershi, 2009).

It must be pointed out that, in addition to the creation of a highly trained anti-Naxalite

police force, the establishment of the Greyhounds has resulted in the the transformation of

the counterinsurgency capabilities of the regular state police force in Andhra Pradesh. All

Greyhound personnel have a tenure of three years after which they return to their respective

police units. Additionally, all newly recruited police officers are required to train with the

Greyhounds before being absorbed into the district police establishment. These policies

have resulted in a significant improvement in the counterinsurgency capabilities of the local

police forces, close coordination between the Greyhounds and the district police and better

intelligence gathering thereby increasing the efficiency of the operations of the Greyhounds

(Sahni, 2007 & 2008 and Achuthan, 2010). Throughout this paper, the estimation of the

effect of the establishment of the Greyhounds is effectively an estimation of this dramatic

transformation of the police setup in Andhra Pradesh.

Anecdotal evidence suggests that the Greyhounds have been successful in bringing the

Naxalite violence in Andhra Pradesh under control (Swami, 2010 and Tata, 2010), motivating

policy makers to consider raising similar forces in other affected states. For example, in a

speech on December 20, 2007 the Prime Minister noted:

“. . . I believe that given the unique nature of this problem, it is time to have a

dedicated force just to tackle naxalism. Affected states must set up Special Task

Forces on the Andhra Pradesh pattern and the Centre will provide assistance for

this purpose.”6

Currently, several Naxalite affected states such as Chhattisgarh, Jharkhand, Orissa, Madhya

Pradesh, Bihar and Maharashtra are reported to be in the process of creating dedicated

security forces along the lines of the Greyhounds to tackle the insurgency (Tiwari, 2009).

5Other stated responsibilities of the Greyhounds include providing assistance during natural disasters and
other grave law and order situations. For more details see the Greyhounds webpage at www.apstatepolice.org.

6PM’s Closing Remarks at the Chief Ministers Conference on Internal Security, New Delhi 2007. Full text
of this speech is available at http://pmindia.nic.in/speech-details.php?nodeid=613 (accessed June 1, 2012).
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This is being done even though there exists no systematic study that establishes the efficacy

of the Greyhounds. The rigorous findings of this paper should help policy makers make

informed decisions.

Finally, we would like to point out some issues regarding the timing and the exogeneity

of the policy intervention under consideration. Even though the Greyhounds were officially

introduced in 1989, the decision to raise the Greyhounds was announced on June 6, 1988

(Balagopal, 1988). Although, as shown in the results later, this could have led to an an-

nouncement effect, we take 1989 as the treatment year because in addition to the introduction

of the Greyhounds, there was an important transformation of the Andhra Police setup that

occurred only after 1989. Secondly, the introduction of the Greyhounds is reported to be an

idea of K. S. Vyas, an officer with Indian Police Service (IPS), posted in Andhra Pradesh

(Raju, 2010). The allocation of an officer to a particular state is done by the central gov-

ernment on the basis of merit and other exogenous factors. Although, this is not definitive

argument for the introduction of the Greyhounds being a clean natural experiment, it is pos-

sibly the closest that one can get to a natural experiment in the field of counterinsurgency.

4 Research Methodology and Data

In order to answer the research questions, we use the synthetic control method developed

by Abadie and Gardeazabal (2003) and Abadie, Diamond and Hainmueller (2010) (AG and

ADH hereafter, respectively) in a comparative case study approach. In simple terms, the

methodology uses pre-treatment outcomes and their predictive characteristics to weight the

unaffected (control) units in such a way that they provide an appropriate counterfactual for

the exposed (treated) unit.

While some studies employ individual micro data to analyze macro policy interventions,

it must be noted that disaggregated data using standard inference techniques assume all

uncertainty enters through sampling error in estimating the means. ADH point out that

in such cases analyzing the policy at the macro level is preferable as using aggregate data

eliminates this uncertainty.7 At the aggregate level, however, a regression approach is usually

less appropriate due to the lack of a sufficient number of treated and control units for

robust inference. The synthetic control methodology is useful in circumstances such as those

of the present study where the the event of interest - the creation of the Greyhounds in

1989 - occurred at an aggregate level (state level) and affected aggregate entities (states of

7Other uncertainties such as the ability of the control units to replicate the treated units still remain. See
Imbens and Wooldridge (2009) for a discussion of the literature.
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India).8 More importantly, as further elaborated below, the synthetic control approach can

be motivated as a generalization of the linear panel difference-in-differences model where

the unobserved individual specific confounders are allowed to vary with time. Although this

approach does not allow for inference through traditional asymptotic methods, informative

inference is still possible through falsification (placebo) tests.

We now summarize the synthetic control methodology of ADH (notation and equations

are those of ADH). Suppose we have J + 1 regions with the first region exposed to the

treatment and the remaining J regions being the potential controls. There are T time

periods and T0 pre-intervention time periods such that 1 < T0 < T . Let Y N
it be the outcome

observed for region i ∈ {1, . . . , J + 1} if it is not exposed to the treatment and Y I
it be the

outcome observed for the the ith region if it is exposed to the treatment in time periods T0+1

to T. Let Dit be a dummy variable that takes the value of 1 if region i is exposed to the

treatment at time period t and 0 otherwise, i.e.

Dit =

{
1 if i = 1 and t > T0

0 otherwise
(1)

The observed outcome for region i at time t is then

Yit = Y N
it + αitDit (2)

where αit = Y I
it −Y N

it is the effect of the treatment on region i at time t. We are interested in

estimating
(
α1,T0+1 , . . . , α1,T

)
. Since we observe Y I

it , in order to estimate αit we just need to

estimate Y N
it . Let Y N

it be given by a generalized difference-in-difference (fixed effects) model,

where the unobserved individual specific effect is allowed to vary with time

Y N
it = δt + θtZi + λtµi + εit (3)

Here, Zi is a vector of observed covariates (which may contain time varying covariates), µi

are individual specific unobserved confounders, λt is a vector of unobserved common factors

and εit are mean 0 shocks. Let W = {wj}J+1
j=2 be a set of non-negative weights that sum up

to one. Each such set of weights represents a particular weighted average of controls i.e., a

particular synthetic control. Hence for a given W the outcome for the synthetic control will

be

8For some recent applications of this methodology see Lee (2011), Montalvo (2011), Pinotti (2012) and
Hinrichs (2012).
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J+1∑
j=2

wjY
N
jt = δt + θt

J+1∑
j=2

wjZj + λt

J+1∑
j=2

wjµj +
J+1∑
j=2

wjεjt (4)

Let there be weights (w∗2, . . . , w
∗
J+1) such that

Z1 =
J+1∑
j=2

w∗jZj and Y1t =
J+1∑
j=2

w∗jYjt ∀t ∈ {T0+1, . . . , T} (5)

i.e., (i) the weighted average of the covariates of the controls perfectly replicates the covariates

of the treated unit, and (ii) the weighted average of the pre-treatment outcomes of the

controls perfectly matches the pre-treatment outcomes of the treated unit. Then, ADH

show that if
∑T0

t=1 λ
′
tλt is non-singular, we have

Y N
1t −

J+1∑
j=2

w∗jYjt =
J+1∑
j=2

w∗j

T0∑
s=1

λt

(
T0∑
n+1

λ
′

nλn

)−1
λ

′

s (εjs − ε1s)−
J+1∑
j=2

w∗j (εjt − ε1t) (6)

Further, they show that the mean of the right hand side of equation (6) is close to zero “. . . if

the number of pre-intervention periods is large relative to the scale of the transitory shocks”

(pg. 495). We can therefore estimate the impact of the treatment as

α̂it = Yit −
J+1∑
j=2

w∗jY
N
jt ∀t ∈ {T0+1, . . . , T} (7)

Usually we are unable to get a perfect synthetic control because weights do not exist such

that the equations in (5) hold exactly. The weights are then selected such that the equations

in (5) hold approximately. Note that by not restricting λt to be constant over time, the

synthetic control methodology extends the traditional difference-in-difference approach.

In order to implement the synthetic control methodology, let X1 be the vector of Z1

and pre-treatment outcomes for the treated state and X0 be the matrix of Zj and pre-

treatment outcomes for the J control states. The vector of weights W ∗ is chosen to min-

imize (X1 −X0W )′ V (X1 −X0W ) subject to the weights {wj}J+1
j=2 being non-negative and

summing up to 1. The weighting matrix V can be any positive definite matrix but note that

the choice of V affects W ∗. Following the existing literature, we allow the choice of V to

be data driven, by choosing V such that the mean square error of the outcome variable is

minimized for the pre-treatment period. All calculations in this paper were performed using

the software SYNTH for STATA, developed by ADH.9

9The software is available for download at http://www.mit.edu/ jhainm/software.htm
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Given the small number of control units, asymptotic inferential techniques cannot be

applied to comparative case studies. To estimate the “significance” of the results in this

study, we conduct placebo tests similar to those in AG and ADH. A placebo test is one

where the entire analysis is performed for a control state as if the control state was treated.

Since the control state was not treated, we should not expect to find any treatment effect.

If the placebo studies using control states iteratively assigned to treatment status create

treatment effects of magnitude similar to the ones estimated for the actually treated state,

then the conclusion is that the analysis does not provide significant evidence of a treatment

effect for the actually treated state.

The primary economic indicator used to measure the effectiveness of the Greyhounds in

real per capita net state domestic product (pcNSDP). We further investigate the channels

through which the treatment affects pcNSDP using components of pcNSDP such as industrial

pcNSDP, manufacturing pcNSDP, registered manufacturing pcNSDP, unregistered manufac-

turing pcNSDP, services pcNSDP and agricultural pcNSDP. All these outcome measures are

measured in 1999 prices.

We use standard predictors of economic growth such as Human Development Index

(HDI), population density, road density, percentage of households with access to safe drink-

ing water, per capita electricity consumption, per capita development expenditure and per-

centage of population below the poverty line. We also use some observed covariates (Zi)

specifically for certain outcomes. For example, for the industrial sector and its various sub-

sectors we use the Labor Reform Index constructed by Besley and Burgess (2004)10 to proxy

the industrial labor relations in the state. Similarly, for the agricultural sector we include

variables such as foodgrain yields (to proxy for the extent of the spread of the green revo-

lution) and average rainfall. The X0 and X1 matrices consist of a combination of observed

covariates (averaged over the entire pre-intervention period) and some pre-treatment values

of the outcome of interest.11 The full list of the variables and details regarding their sources

are provided in the appendix.

Finally, the period under consideration in this study is 1970-2000 which gives us 1970-

1988 as the pre-treatment period and 1989-2000 as the treatment period. The treated unit is

10The states are allowed to amend the central government’s Industrial Disputes Act of 1947. So even
though all states had the same starting point, currently labor market regulations differ across states. Besley
and Burgess (2004) code each state amendment as pro-worker (+1), neutral (0) and pro-employer(-1) and
calculate the net direction of change for each year over the period 1947-1997. The index is arrived at by
cumulating the scores over time. See Besley and Burgess (2004) for further details.

11While the existing literature does not specify a limit on number of pre-intervention covariates to use for
matching (personal communication with Alberto Abadie), adding more variables can to lead to the standard
problem of dimensionality. Although we have a fairly rich set of covariates, we restrict the total number of
variables to eight and use the remaining covariates in other specifications as robustness checks.
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Andhra Pradesh, and the potential control units are the other Naxalite affected states: Bihar,

Madhya Pradesh, Maharashtra, Karnataka, Orissa, Uttar Pradesh and West Bengal.12 Al-

though we primarily use the synthetic control methodology, standard difference-in-difference

estimations are also provided whenever possible.

5 Results

We begin our analysis with the effects of the creation of the Greyhounds on the pcNSDP of

Andhra Pradesh. Figure 1 plots the trajectories of pcNSDP of Andhra Pradesh and a simple

average of the pcNSDP of the control states (called Control States) over the period 1970-2000.

Recall that the Control States are the other states that are affected by Naxalite violence but

which did not set up a similar anti-Naxalite police force. The treatment year is 1989, in which

the Greyhounds police force was introduced. Therefore, the pre-treatment period is 1970-

1988, and the treatment period is 1989-2000. The equally weighted average pcNSDP for the

control states lies above that of Andhra Pradesh for most of the pre-treatment period and

well below that of Andhra Pradesh in the treatment period. This divergence in pcNSDP after

1989 however, is not the true treatment effect since before the formation of the Greyhounds

force, Andhra Pradesh was a consistent underperformer relative to the rest of the Naxalite

affected states. As an equally weighted average of the rest of the Naxalite affected states

was significantly different from Andhra Pradesh in the pre-treatment period, using it as a

comparison group for Andhra Pradesh would be inappropriate.

The synthetic Andhra Pradesh (i.e., the synthetic control unit) is constructed as a

weighted average of the states in the potential control group that most closely resemble

Andhra Pradesh in terms of (i) pre-treatment values of pcNSDP and (ii) pre-treatment val-

ues of pcNSDP growth predictors. Table 1 compares the pre-treatment characteristics of

Andhra Pradesh to those of the synthetic control (appropriately weighted average of con-

trols) and also to the simple average of controls. As can be seen from the table, the synthetic

control matches actual Andhra Pradesh in terms of HDI, population density, road density,

percentage of urban households with access to safe drinking water and per capita electricity

consumption far more closely than the simple average of the control states. Similarly, the

synthetic control is fairly close to actual Andhra Pradesh in terms of pre-treatment pcNSDP.

Table 2 shows the weights given to each state in the control group when constructing the

synthetic Andhra Pradesh. The optimal weights are positive for Bihar, Karnataka, Madhya

12The states of Chhattisgarh, Uttaranchal and Jharkhand were carved out of Madhya Pradesh, Uttar
Pradesh and Bihar respectively in Nov. 2000. Our analysis takes into account the undivided states of
Madhya Pradesh, Uttar Pradesh and Bihar.
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Pradesh and Orissa; and zero for the other states. Of the four states that border Andhra

Pradesh (Karnataka, Madhya Pradesh, Orissa, and Maharashtra) three (Karnataka, Madhya

Pradesh and Orissa) account for over 80% of the weight. This gives us further confidence

in our estimates as these neighboring states are more like Andhra Pradesh in unobserved

variables like geography and culture relative to the other controls.

Figure 2 plots the trajectory of pcNSDP of Andhra Pradesh and the synthetic control for

the period 1970-2000. In the pre-treatment period 1970-1988, the pcNSDP of the synthetic

control behaves very similarly to that of Andhra Pradesh till 1987. In the treatment period,

the pcNSDP of the synthetic control diverges sharply from that of Andhra Pradesh, with

the gap increasing rapidly over time.

What does this divergence mean for the actual and potential evolution of pcNSDP for

Andhra Pradesh? Recall that the evolution of pcNSDP for the synthetic control is what

the evolution of pcNSDP would have been for Andhra Pradesh if it had not raised the

Greyhounds force. Hence, the gap between Andhra Pradesh and its synthetic control is an

estimate of the treatment effect. The main implication of Figure 2 is that the establishment

of the Greyhounds force paid immediate and rich dividends to Andhra Pradesh in terms

of raising its pcNSDP to levels higher than could have been achieved in the absence of the

dedicated anti-Naxalite force. The pcNSDP “dividend” seems to be increasing steadily from

year to year all the way till the end of the study period. Lastly note that the divergence

starts a year before in 1988, possibly indicating an announcement effect discussed in section

3.1.

We can quantify the gain in pcNSDP for Andhra Pradesh in two ways: (1) percentage

average gain, and (2) average percentage gain. The former is the average yearly gap between

pcNSDP of Andhra Pradesh and that of the synthetic control expressed as a percentage

of the average yearly pcNSDP of Andhra Pradesh over the treatment period i.e. 1989-

2000. The latter is the average of the yearly percentage gap between pcNSDP of Andhra

Pradesh and that of the synthetic control over the treatment period. The average yearly

gap between pcNSDP of Andhra Pradesh and that of the synthetic control was Rs.2,065.2

and the average yearly pcNSDP of Andhra Pradesh was Rs.12,820 during the treatment

period. Andhra Pradesh consequently experienced a percentage average gain of 16.11% of

its pcNSDP during this period.13 The maximum gain observed was Rs.4,133.7 at the end of

the treatment period.14 The Greyhounds force has therefore had a large positive impact on

the pcNSDP of Andhra Pradesh.

13The average percentage gain during this period was 15.37%.
14Yearly gains are available on request.
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Next, the significance of our results is assessed by conducting a series of placebo tests that

involve iteratively applying the synthetic control method to each of the seven control states.

Figure 3 shows pcNSDP gap in Andhra Pradesh and the placebo gaps for all the control

states. The estimated pcNSDP gap between each control state and its synthetic counterpart

is represented by the grey lines. The black line represents the estimated pcNSDP gap

between the Andhra Pradesh and its synthetic counterpart. It is clear from Figure 3 that

the estimated pcNSDP gap for Andhra Pradesh States is large (positive) in comparison to

the distribution of pcNSDP gaps for the control states, with the exception of one control

state i.e. Maharashtra.

From Figure 3, it is clear that the synthetic control method provides a good fit for pc-

NSDP both in Andhra Pradesh and in control states prior to the treatment period, with

the exception of Maharashtra. The pre-treatment root mean squared prediction error (RM-

SPE)15 for Andhra Pradesh is just 273.48, while the median pre-treatment RMSPE for

control states in the placebo runs is just 377.97, indicating relatively good pre-treatment

fits. The pre-treatment RMSPE for the Maharashtra placebo run is largest at 1910.02, while

that for Bihar is also relatively large at 1616.18.

The poor pre-treatment fits in the placebo runs for Maharashtra and Bihar cast doubt

on the reliability of the post-treatment fits for Maharashtra and Bihar. Therefore, we also

show Figure 4, where we drop placebo runs for states that give pre-treatment RMSPEs that

are at least two times higher than the pre-treatment RMSPE for Andhra Pradesh i.e., we

drop the placebo runs for Bihar and Maharashtra. The pcNSDP gap for Andhra Pradesh is

now the largest (positive) of all the pcNSDP gaps.

Dropping controls with a poor pre-treatment fit involves some amount of subjectivity.

We can also check the significance of the estimated treatment effect for Andhra Pradesh by

comparing the post-treatment RMSPE to pre-treatment RMSPE ratios. Since controls with

a poor pre-treatment fit are weighted down one no longer needs to drop them. Figure 5

shows that the ratio for Andhra Pradesh is clearly different from that of the controls.

Next, we assess the robustness of our results in two ways. Firstly, we test the sensitivity

of the baseline model to the states in the control pool. For this purpose we iteratively drop

one of the controls that receive positive weight in the base specification and re-estimate the

baseline model.16 The results of these iterations are shown in figure 6. The upper panel of

15The pre-treatment RMSPE is a measure of the lack of fit between Andhra Pradesh and its synthetic

control and defined as:

√
1
T0

∑T0

t=1

(
Y1t −

∑J+1
j=2 w∗

jYjt

)2
. The post-treatment RSMPE and the RMSPE for

other states is similarly defined.
16Dropping states that receive zero weight does not change the results of the baseline model.
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figure 6 depicts figure 2 superimposed with the synthetic controls estimated by iteratively

leaving out one of the controls (dashed grey lines). The lower panel of figure 6 shows the

difference in the estimated pcNSDP gap when using all the controls (solid black line) and

leaving out one of the controls (dashed grey lines). Even though the pool of the control

states is relatively small, figure 6 shows that the results are fairly robust to the exclusion of

any given control state.

Secondly, we check the sensitivity of the results by using different combinations of predic-

tors of pcNSDP when constructing the synthetic control. We find that instead of percentage

of urban households with access to safe drinking water, our results remained robust to the

use of other variables such as the percentage of rural population below the poverty line, per

capita credit utilization, log per capita development expenditure, foodgrain yields, percent-

age of net sown area irrigated. Similarly, the results are robust to using adult literacy rate

or life expectancy at birth instead of HDI or using percentage of villages electrified instead

of per capita electricity consumption.

As mentioned earlier, the synthetic control methodology weakens the assumptions of

the usual difference-in-difference estimator. As an additional robustness check, we present

the estimated effect of the Greyhounds at the state level using the standard difference-in-

difference methodology in table 3. Since all covariates are not available for the entire period

we run two regressions: one for 1970-2000 (column 2) and the other for 1970-1997 (column

3). In column 2, in addition to controlling for state effects, year effects and state specific

time trends, we also control for per capita electricity consumption. To this specification,

in column 3 we add other covariates such as per capita development expenditure and the

Besley and Burgess Labor Reform Index (to proxy the industrial labor relations in the state).

However, since these data are only available till 1997 we lose the last three years of our

treatment period.17 As the results in table 3 show, the estimated effects of the Greyhounds

is significant for both specifications. Further, we find that the treatment effect estimated

by using the synthetic control methodology and the difference-in-difference methodology are

quite similar: using the synthetic control methodology we find that the estimated treatment

effect is Rs.2,065.2 over 1970-2000 and Rs.1686.9 over 1970-1997 while using the difference-

in-difference methodology it is Rs.1251.9 and Rs.2029.6, respectively.

17In all the regressions reported in table 3 we can reject the null hypothesis that the state specific time
trend is the same across all the states at the 1 percent level.
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5.1 Industrial Sector

We begin our analysis of the channels through which the Greyhounds affected the economy

by looking at the industrial sector. The industrial sector consists of mining, manufacturing,

construction, gas, electricity and water supply. Within the industrial sector we also analyze

the effects on the manufacturing sector and a further breakup of the manufacturing sector

into registered and unregistered manufacturing.18

Figure 7(a) displays the trends in industrial outputs of Andhra Pradesh and the synthetic

control. The synthetic Andhra Pradesh almost perfectly replicates the per capita industrial

NSDP of Andhra Pradesh over the entire pre-treatment period, followed by an immediate di-

vergence after the introduction of the Greyhounds. This marked divergence between Andhra

Pradesh and its synthetic counterpart indicates a clear positive effect of the Greyhounds on

the industrial output of Andhra Pradesh. This gap translates into an average of Rs. 437.95

over the period 1989-2000 or 16.41% of the average (observed) industrial output of Andhra

Pradesh during this period.19

Similar effects are observed in the manufacturing sector. Figures 7(b)-7(d) present the

effects of the Greyhounds on the manufacturing, registered manufacturing and unregistered

manufacturing, respectively. Once again, for the manufacturing sector and the registered

manufacturing sector the synthetic control closely replicates the observed output for Andhra

Pradesh over the pre-treatment period. Unsurprisingly, the real output of the unregistered

manufacturing sector fluctuates a lot given that it largely consists of small firms with lit-

tle fixed capital investment. Still the synthetic control tracks the per capita unregistered

manufacturing NSDP of Andhra Pradesh fairly well in the pre-treatment periods.

After the introduction of Greyhounds in 1989, the difference in the output of Andhra

Pradesh and the respective synthetic controls in figures 7(b)-7(d) provide an estimate of

the treatment effects. The average gaps (percentage average gaps) for the manufacturing,

registered manufacturing and unregistered manufacturing sectors are Rs. 377.52 (25.73%),

Rs. 202.89 (20.24%) and 112.91 (24.14%),respectively.20

The similarity of the synthetic control to Andhra Pradesh in terms of the pre-treatment

characteristics is shown in table 5. The synthetic control is constructed by matching on

variables such as HDI, population density, percentage of households with access to safe

18In India registered manufacturing sector consists of all manufacturing firms that employ more than 20
workers without using electricity or more than 10 workers and using electricity.

19The average per capita industrial NSDP of Andhra Pradesh is Rs. 2668.74 during 1989-2000. The
average percentage gap over this period is 15.66%.

20The average percentage gaps for the manufacturing, registered manufacturing and unregistered manu-
facturing sectors are 24.80%, 19.87% and 22.63%, respectively.
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drinking water, log per capita development expenditure, the Labor Reform Index constructed

by Besley and Burgess (2004) and pre-treatment values of output. As comparisons with the

simple average of the control units in table 5 indicate, the synthetic control approximates

Andhra Pradesh far more closely.

The weights assigned to the various controls in constructing the synthetic control are

shown in table 4. We infer the significance of the results by doing placebo tests as discussed

earlier. These are shown in figures 8 - 11. The significance of the results can also be checked

by comparing the ratio of post-treatment MSPE to the pre-treatment MSPE for Andhra

Pradesh to those for the placebos as shown in figure 12.

As before, we assess the robustness of our results by using different combinations of

predictors of industrial output (and its components) when constructing the synthetic control.

The results are robust to the use of adult literacy rate or life expectancy at birth instead of

HDI. Instead of using the Besley and Burgess Labor Reform Index the results remain robust

to the usage of other variables that capture the industrial relations environment in the state

such as the number of mandays lost due to industrial disputes and the membership of labor

unions that submit returns in the state. Similarly, instead of log per capita development

expenditure, using other predictors of industrial activity such as the per capita consumption

of industrial electricity, the percentage of population below the poverty line, road density or

per capita credit utilization does not affect the significance of the results. Sensitivity of the

results to the composition of the control pool is assessed by iteratively leaving out one of the

controls that is assigned positive weight and re-estimating the baseline model. The results

of this test are shown in figures 13 and 14.

Once again, as a further robustness check for the results, we present the estimates of

the effect of the Greyhounds using the standard difference-in-difference methodology. Table

6 shows the estimated effects of the Greyhounds on industrial performance. In addition to

controlling for the per capita consumption of industrial electricity, we also control for state

effects, year effects and state specific time trends.21 The effect of the Greyhounds is signifi-

cant for the industrial sector and its components (manufacturing, registered manufacturing

and unregistered manufacturing). Additionally, we can also control for other covariates of

industrial production such as the Besley and Burgess Labor Reform Index and log per capita

development expenditure. However, as mentioned earlier, as these data are only available

till 1997 we lose the last three years of our treatment period. The results of adding more

observed predictors are presented in table 7. Once again, the effect of Greyhounds is consis-

21In all the regressions reported in tables 6 - 7 we can reject the null hypothesis that the state specific
time trend is the same across all the states at the 1 percent level.
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tently significant on all measures of industrial performance. Our confidence in the estimated

treatment effect if further boosted by comparing the results of the synthetic control and

difference-in-difference methodologies. As the comparisons presented in table 8 show, the

results using the two methodologies are quite similar.

Some disaggregated evidence

We can explore the effects of the Greyhounds on the industrial sector at a more disaggre-

gated level. For this purpose we use the Aghion et al. (2008) state-industry panel data on

the registered manufacturing sector collected under the Annual Survey of Industries. The

period under consideration in 1980-1997 (nine years pre- and post-treatment) and industrial

variables are measured at the two-digit level.22 We estimate the following regression:

yist = αis + β(Greyst) + θ(Xist) + δit + εist (8)

where yist is the outcome variable, Greyst is a dummy variable that takes the value of

unity from 1989 onwards if the state is Andhra Pradesh, Xist are observed covariates, αis

are state-industry interactions to control for unobserved time-invariant factors such as lo-

cation, natural resources etc., δit are industry-year interactions that control for unobserved

industry-year effects such as technological innovations. The outcome variables considered

are logarithms of real output, real physical capital, and number of factories.

Industrial licensing was implemented by the central government in order to regulate the

manufacturing sector. This policy was gradually reversed during the 1980s and 1990s. The

variable delicensing reform indicates the fraction of existing three-digit industries within a

two-digit industry that were delisenced. Another key deregulation policy was the removal

of restrictions on foreign direct investment (FDI). The variable FDI reform measures the

fraction of existing three-digit industries within a two-digit industry that had any product

opened for automatic approval of FDI (up to 51%). Further following Aghion et al. (2008),

we interact the state-level measure of labor regulation with the two deregulation measures

(delicensing and FDI reform) to capture the differential effects of these policies across states.

In addition to this, we also include other covariates such as log per capita development ex-

penditure and the proportion of seats help by various political groups in the state legislature.

Further details of these data are provided in appendix A.

The results of these regressions are in table 9. As the results clearly indicate, after

controlling for a variety of covariates, the introduction of Greyhounds led to a significant

22The sampling unit in Aghion et al. (2008) is a state and three-digit industry pair. There are on average
64 three-digit industries in each state leading to a considerable amount of heterogeneity in the data. For
this paper we aggregate the Aghion et al. (2008) data to the two-digit industry level.
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increase in industrial activity in Andhra Pradesh relative to other Naxalite affected states.23

Though the effects are slightly weak for fixed capital, they are particularly strong for the

number of factories and output. Other results broadly confirm to the existing literature.

Industrial performance improved following FDI reform, industries in relatively more pro-

employer states benefited more from industrial deregulation (delicensing and FDI) while

states with greater representation of Left-wing parties restricted the performance of the

registered manufacturing sector.

5.2 Services Sector

We now look at the effect of Greyhounds on the services sector of Andhra Pradesh. Figure

15 shows the trajectory of per capita services output for Andhra Pradesh and the synthetic

control. The synthetic control closely tracks the actual Andhra Pradesh from 1970 to 1987

after which there is a divergence that gradually increases over time. This gap in pc Services

NSDP peaks in 2000 and is approximately equal to Rs. 1,310.7. The average yearly gap

between Andhra Pradesh and the synthetic control in the treatment years is Rs. 652.80. As

the average per capita services output in Andhra Pradesh over this period is Rs. 5,784.81

this gap translates into a percentage average gap of 11.29%.24

Tables 10 and 11 show the pre-treatment predictors of services NSDP and the resulting

weights assigned to the controls. The treated and the controls are matched on observed

covariates such as HDI, population density, road density, per capita electricity consumption,

percentage of households with access to safe drinking water and log per capita development

expenditure. Madhya Pradesh, Uttar Pradesh and Karnataka get assigned about a third of

the weight each in constructing the synthetic control while the rest of the controls get zero

weights.

Significance of the estimated treatment effect is again determined through placebo tests.

The upper panel in figure 16 shows the estimated gaps in pc services NSDP for Andhra

Pradesh and all the controls. Once again, Maharashtra has a poor fit before treatment.

The lower panel in figure 16 shows the estimated gaps once we drop the controls that have

an MSPE three times greater than that of Andhra Pradesh in the pre-treatment period.

Alternatively, the significance of the result can be seen by comparing the ratios of post-

treatment MSPE to pre-treatment MSPE in figure 17. Both tests indicate a significant

effect of Greyhounds on the services sector of Andhra Pradesh.

23Similar results are found for a specification that includes year dummies instead of industry-year dummies.
24The average percentage gap is 10.74%.
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Robustness of the results is further confirmed by (1) using other predictors of pc Services

NSDP such as adult literacy rate or life expectancy at birth instead of HDI or the percentage

of total population below the poverty line and per capita credit utilized instead of log of per

capita development expenditure; and (2) iteratively dropping one of the controls that is

assigned positive weight and re-estimating the baseline model (figure 18).

5.3 Agricultural Sector

Lastly, we look at the effect of the Greyhounds on the agricultural sector. The effect on

per capita agricultural NSDP is not significant. Figure 19 shows the trends in per capita

agricultural NSDP between Andhra Pradesh and its synthetic control. As the trajectory of

pc agricultural NSDP indicates, the agricultural sector in India is still heavily dependent

on rainfall. For example, the sharp dip in agricultural output in 1997 was caused due to

El Niño Southern Oscillation related events. Still, the synthetic control does a fairly good

job in tracking the treated unit till 1991 after which there is a steady divergence leading

to a percentage average gain of 10.99% of its per capita agricultural NSDP.25 Once again

tables 12 and 13 show the pre-treatment predictors of agricultural NSDP and the resulting

weights assigned to the controls. Apart from HDI and population density, other predictors of

agricultual output used are percentage of rural population under the poverty line, standard

deviation of average monthly rainfall and foodgrain yields (to proxy for the extent of the

spread of the green revolution). Madhya Pradesh and Karnataka receive bulk of the weight

in the construction of the synthetic control while the remaining weight is assigned to Bihar

and Maharashtra.

The effect, however, is not significant as it fails the placebo tests. As figure 20 shows,

the effect on the agricultural sector of Andhra Pradesh is indistinguishable from the effects

on the control states. Similarly, comparing the ratio of post-treatment MSPE to the pre-

treatment MSPE of Andhra Pradesh and the placebos indicates the insignificance of the

result (figure 21). Figure 22 shows that this result is fairly insensitive to the composition of

the control pool.

6 Discussion

Implicit in the calculation of the economic costs of Naxalite violence is the assumption of

no spillover between units i.e., outcomes of control units are not affected by the treatment

25The gap reaches a maximum of Rs. 1269.23 in 2000 and the average percentage gap over the treatment
period is 10.45%.
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administered to the treated unit. This assumption may be violated in the following three

ways in the present context. Firstly, there may be a spillover through the security forces. For

example, the Greyhounds could offer support to the police forces of other states in the form

of training, joint operations, material supply, deputing officers to other state police forces

etc., to tackle the Naxalite insurgency. To the extent that the Greyhounds offered such

support, the effect of the Greyhounds on pcNSDP would not have been confined to Andhra

Pradesh, but would have extended to all other states whose police forces were supported

by the Greyhounds. This would have artificially raised the output of the other Naxalite

affected states and thus biased the estimate of the treatment effect downwards. As the

Greyhounds started offering training to the police forces of other Naxalite affected states

from 2000 onwards,26 we terminate the analysis at the year 2000 to avoid this source of bias.

Secondly, anti-Naxalite operations by the Greyhounds in Andhra Pradesh could result in

the movement of Naxalites from Andhra Pradesh to the surrounding Naxalite affected states,

where the absence of specially trained and equipped security forces would have meant a less

threatening security environment for Naxalites. An example of such an instance occurred in

2007 when Naxalites from North Telangana and Nallamala regions in Andhra Pradesh state

retreated to Dantewada district (in Chattisgarh state) in response to the increased tempo

of Greyhounds operations in Andhra Pradesh (Tata, 2010). Although this incident occurred

after the study period ended, such instances may have occurred during the study period as

well. To the extent that such displaced Naxalites indulged in insurgency activity in their

temporary refuge across state borders, the per capita output of the other Naxalite affected

states would have decreased (the decrease being a direct consequence of the activities of

the Greyhounds force in Andhra Pradesh). This would result in an over estimate of the

Greyhounds treatment effect. Unfortunately, there is no publicly available data to check the

extent of such bias in the calculated treatment effect. In this case, the calculated treatment

effect must therefore be interpreted as an upper bound on the true treatment effect.

Finally, spillover between the units may also happen through the migration of civilians

from other Naxalite affected states to Andhra Pradesh. This migration may be selective in

the sense that the civilians most likely to have the resources to migrate are more productive

on average. This could then raise the per capita output in Andhra Pradesh and lower it other

Naxalite affected states again leading to an upward bias in the estimated treatment effect.

However, we find that migration in India is low and is mostly intra-state in nature. Lusome

and Bhagat (2006) using Indian census data report that approximately 80% of the internal

migration in India is in the form of intra-district and inter-district (but within the same

26This information is available on the Greyhounds webpage at www.apstatepolice.org
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state) migration over the period 1971-2001. Further, in 2001 only 33.7% of the inter-state

migration is for employment or business purposes.

7 Conclusion

Currently in its fifth decade, the Naxalite movement has largely escaped the attention of

both policy makers and academics. We exploit an explicit change in the government’s coun-

terinsurgecy policy to estimate the economic benefits associated with a security based re-

sponse. We find that the introduction of the Greyhounds results in large significant gains

in pcNSDP for Andhra Pradesh. Additionally, we find that these gains come through the

non-agricultural sector (industry, manufacturing, services) rather than the agricultural sec-

tor. Based on anecdotal evidence there have been numerous calls on other affected states to

follow the “Andhra Pradesh model”. The rigorous evaluation of the Greyhounds presented

in this paper should help inform policy makers.

Since the synthetic control methodology is a case-study approach, we would like to stress

that the findings do not imply that other Naxalite affected states raising security forces

similar to the Greyhounds would experience effects of similar magnitude. Neither does it

imply that a security response is more effective in terms of raising pcNSDP compared to

non-security based responses. It is possible that a “carrot” counterinsurgency policy could

have a similar effect.

The field of the microeconomic effects of counterinsurgency policies remains largely un-

derexplored. As more data becomes available, future line of work could measure the effects

of Naxalite insurgency and the state’s counterinsurgency response at a more disaggregated

level. The dynamics between insurgency, counterinsurgency and economic outcomes are only

starting to be understood and though, this research is based on an example from India, we

believe it sheds significant light on this issue.
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Appendix A: Data Description

Data on pcNSDP (and its various components) at current prices were downloaded from

EPWRFITS,27 based on data from the Central Statistical Office of the Ministry of Statistics

and Programme Implementation, Government of India. The data were available in four

separate series, each corresponding to a different base year i.e. 1970-71, 1980-81, 1993-94,

and 1999-00. The data was first deflated using the Nationmaster28 GDP deflator series for

India using 1999 as the base year, thus converting the data into pcNSDP at constant 1999

prices, although corresponding to different base years. The pcNSDP data for each base

year series were calculated using slightly different methodologies, thus rendering them non-

comparable across base years unless suitably linked. The Directorates of Economics and

Statistics of the respective state governments are responsible for transforming back series of

pcNSDP data so that they are compatible with the latest base year series. However, in the

absence of data from the Directorates, we were compelled to link the various base year series

using the following ad hoc method.

Data on overlapping years for the different base year series were used to link the series,

using different “linking coefficients” for each state. For example, if data on a number of

years for a state was available for both the 1993-94 series and the 1999-00 series, then the

linking coefficient for that state was calculated as the ratio of the average value of pcNSDP

at constant 1999 prices for that state for the overlapping years in the 1999-00 series to that

of the 1993-94 series. Then, data for the 1993-94 series was converted into data for the 1999-

00 series by multiplying all observations for that state for the 1993-94 series by the linking

coefficient. This procedure was performed for each state, thus converting all 1993-94 series

data into 1999-00 data. A similar procedure was then performed for each state in order to

convert 1980-81 series data into 1999-00 data by linking with the converted 1993-94 series.

In this manner, all data were suitably linked so that they were expressed in terms of their

1999-00 equivalents both for deflation as well as for linking purposes.

The following varibales were used as predictors of pcNSDP and its various components.

Demographic- Population density in 1971 and 1981 was obtained from the Census of India

1991. The 1981 values of the Human Development Index (HDI) were obtained from the third

volume of the 10th Five-Year Plan, published by the Planning Commission, Government of

India.29 Data on the percentage of rural/urban/total population under the poverty line in

27Economic and Political Weekly Research Foundation India Time Series (EPWRFITS) is an online sta-
tistical information portal aimed at aiding and promoting research on Indian economy. It is partly funded
by the University Grants Commission and is available at http://www.epwrfits.in

28Nationmaster is a statistics information portal, available at www.nationmaster.com
29Planning Commission hereafter.
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1973, 1977 and 1983 were also obtained from the Planning Commission. Adult literacy rate

(literacy of population aged 15 and over) for the years 1971 and 1981 was obtained from the

Ministry of Human Resource Development. Life expectancy at birth over five year spans

1971-75, 1976-80, 1981-85 and 1986-90 are based on data collected by the Ministry of Rural

Development and were obtained from INDIASTAT.30

Infrastructure- Road density, measured in kilometers of road per 1000 square kilometers of

area, in 1971 and 1981 was obtained from the Planning Commission. Similarly, the percent-

age of urban/rural/total households with access to safe drinking water in 1981 was obtained

from the Planning Commission. Yearly data on per capita total/industrial/agricultural elec-

tricity consumption (measured in kilowatt hours) and the percentage of villages electrified

for the period 1970-2000, based on various publications of the Central Electricity Authority,

were obtained from EPWRFITS.

Credit- The yearly amount of credit utilized and sanctioned for the period 1972-1988 were

published in various reports of the Reserve Bank of India (RBI). These were then deflated

and converted to per capita terms.

Other variables- The data on total area under irrigation, net area sown and foodgrain

yields (kilograms per hectare) in 1970 and 1980 were obtained from the website of the Central

Statistical Office of the Ministry of Statistics and Programme Implementation, Government

of India. From the EOPP data31 we obtained the following variables - Labor Reform Index

constructed by Besley and Burgess (2004); the number of mandays lost due to industrial

disputes; the membership of labor unions submitting returns, log per capita development

expenditure and average monthly rainfall.

For the industry level regressions reported in section 5.1 we use the data set constructed

by Aghion et al. (2008). The data from the Annual Survey of Industries is used to construct

a state-industry panel on the registered manufacturing sector for the period 1980-1997. In-

dustries are observed at the three-digit level and they only consider industries that are in

the data for at least ten years and active in at least five of the 16 major states over this

period. This was then combined with their measures of delicense and FDI reform. For the

purpose of this paper we aggregate their data to the two-digit industry level. Political parties

are grouped into the following categories and expressed as a share of the total number of

seats in the state legislature: Congress parties (Indian National Congress,Indian National

Congress Urs, Indian National Congress Socialist); Janta parties (Janata Dal, Janta Party,

Lok Pal); Left parties (Communist Party of India, Communist Party of India Marxist);

30INDIASTAT is another online statistical information portal, available at http://www.indiastat.com.
31These data and further details are available at the EOPP website http://sticerd.lse.ac.uk/eopp/
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Hindu party (Bharatiya Janata Party); Regional parties (Telugu Desam Party, Shiv Sena,

Utkal Congress, Progressive Democratic Front). All the other parties and independents form

the base category. Further details are available in Aghion et al. (2008).
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Figures and Tables

Figure 1: Trends in pcNSDP: Andhra Pradesh vs. Control States
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Figure 2: Trends in pc NSDP: Andhra Pradesh vs. Synthetic Control
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Figure 3: pc NSDP Gap in Andhra Pradesh and all Control States
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Figure 4: pc NSDP Gap in Andhra Pradesh and all Control States (Discards States with
Pre-Treatment MSPE Two Times Higher than Andhra Pradesh)
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Figure 5: Ratio of post-treatment RMSPE to pre-treatment RMSPE: pcNSDP
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Figure 6: Leave-one-out Checks: The upper panel shows the trends in pcNSDP while the
lower panel shows the gaps in pcNSDP
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(a) Industry (b) Manufacturing

(c) Reg. Manufacturing (d) Unreg. Manufacturing

Figure 7: Trends in per capita industry output: Andhra Pradesh vs. Synthetic Control.
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Figure 8: pc Industrial NSDP Gap in Andhra Pradesh and placebo gaps of Control States
(Upper panel has all controls, lower panel discards states with pre-treatment MSPE five
times higher than Andhra Pradesh)
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Figure 9: pc Manufacturing NSDP Gap in Andhra Pradesh and placebo gaps of Control
States (Upper panel has all controls, lower panel discards states with pre-treatment MSPE
six times higher than Andhra Pradesh)
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Figure 10: pc Regristered Manufacturing NSDP Gap in Andhra Pradesh and placebo gaps of
Control States (Upper panel has all controls, lower panel discards states with pre-treatment
MSPE five times higher than Andhra Pradesh)
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Figure 11: pc Unregristered Manufacturing NSDP Gap in Andhra Pradesh and placebo
gaps of Control States (Upper panel has all controls, lower panel discards states with pre-
treatment MSPE two times higher than Andhra Pradesh)
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(a) Industry (b) Manufacturing

(c) Reg. Manufacturing (d) Unreg. Manufacturing

Figure 12: Ratio of post-treatment MSPE to pre-treatment MSPE: Industrial pcNSDP
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(a) Industry (b) Manufacturing

(c) Reg. Manufacturing (d) Unreg. Manufacturing

Figure 13: Leave one out: Trends in Industrial pcNSDP
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(a) Industry (b) Manufacturing

(c) Reg. Manufacturing (d) Unreg. Manufacturing

Figure 14: Leave one out: Gaps in Industrial pcNSDP
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Figure 15: Trends in pc Services NSDP: Andhra Pradesh vs. Synthetic Control
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Figure 16: pc Services NSDP Gap in Andhra Pradesh and placebo gaps of Control States
(Upper panel has all controls, lower panel discards states with pre-treatment MSPE Three
times higher than Andhra Pradesh)
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Figure 17: Ratio of post-treatment RMSPE to pre-treatment RMSPE: pc Services NSDP
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Figure 18: Leave-one-out Checks: The upper panel shows the trends in pc Services NSDP
while the lower panel shows the gaps pc Services NSDP
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Figure 19: Trends in pc Agricultural NSDP: Andhra Pradesh vs. Synthetic Control
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Figure 20: pc Agriculture NSDP Gap in Andhra Pradesh and placebo gaps of Control States
(Upper panel has all controls, lower panel discards states with pre-treatment MSPE Two
times higher than Andhra Pradesh)
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Figure 21: Ratio of post-treatment RMSPE to pre-treatment RMSPE: Agriculture
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Figure 22: Leave-one-out Checks: The upper panel shows the trends in pc Agricultural
NSDP while the lower panel shows the gaps pc Agricultural NSDP
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Table 1: pcNSDP Predictor Means

Synthetic Average of
Variables Andhra Pradesh Control Control States
HDI 0.30 0.28 0.29
Population Density (persons/sq. km.) 176.50 180.46 303.86
Urban HH with safe drinking water (%) 63.27 68.21 70.90
Per capita Electricity Consumption (KwH) 114.35 122.86 132.44
Road Density (km./1000 sq. km. area) 366.00 405.99 487.14
1973 pcNSDP (1999 prices) 7605.60 7634.94 7728.50
1983 pcNSDP (1999 prices) 7891.15 7899.00 8478.88
1984 pcNSDP (1999 prices) 7703.05 7759.85 8424.71

Table 2: State Weights: pcNSDP

State Weight
Bihar 0.19
Karnataka 0.34
Madhya Pradesh 0.42
Maharashtra 0.00
Orissa 0.05
Uttar Pradesh 0.00
West Bengal 0.00

52



Table 3: Greyhounds and pcNSDP

1970-2000 1970-1997

Greyhounds 1251.9∗∗ 2029.6∗∗∗

(492.8) (407.9)

pc Electricity Consumption 15.22∗ 9.400
(6.633) (7.627)

log pc Dev Expenditure 389.9
(1041.5)

Lag Labor Regulation -592.1
(462.7)

Constant -81868.4 51288.9
(143453.1) (384201.1)

State effects Yes Yes

Year effects Yes Yes

State-time trends Yes Yes

Observations 248 224
R2 0.968 0.968

Standard errors calculated using robust standard errors clustered at the state
level are reported in parentheses. The details of the variables are provided in
the appendix. * significant at 10%,** significant at 5%,*** significant at 1%.

Table 4: State Weights: Industry

Synthetic Control Weights

Registered Unregistered
State Industry Manufacturing Manufacturing Manufacturing
Bihar 0.13 0.32 0.04 0.00
Karnataka 0.39 0.31 0.26 0.00
Madhya Pradesh 0.26 0.34 0.59 0.72
Maharashtra 0.00 0.00 0.00 0.00
Orissa 0.00 0.03 0.00 0.28
Uttar Pradesh 0.22 0.00 0.11 0.00
West Bengal 0.00 0.00 0.00 0.00
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Table 6: Greyhounds and Industrial Performance in Naxalite Violence Affected States 1970-2000

Registered Unregistered
Industrial NSDP Manufacturing NSDP Manufacturing NSDP Manufacturing NSDP

Greyhounds 294.4** 238.6** 137.4* 101.6***
(124.4) (92.33) (72.03) (20.57)

Industrial electricity -2.31 -0.89 -0.53 -0.61
consumption per capita (3.03) (2.42) (1.94) (1.05)

State effects YES YES YES YES
Year effects YES YES YES YES
State time trends YES YES YES YES
R2 0.93 0.87 0.84 0.78
N 248 248 248 248
Standard errors calculated using robust standard errors clustered at the state level are reported in parentheses

* significant at 10%,** significant at 5%,*** significant at 1%.

Table 7: Greyhounds and Industrial Performance in Naxalite Violence Affected States 1970-1997

Registered Unregistered
Industrial NSDP Manufacturing NSDP Manufacturing NSDP Manufacturing NSDP

Greyhounds 557.0*** 409.5*** 241.2*** 162.0***
(105.3) (82.91) (54.70) (40.03)

Industrial electricity -0.33 0.58 1.11 -0.63
consumption per capita (3.84) (3.25) (2.48) (0.93)

Log development 341.7* 195.3 186.5 0.75
expenditure per capita (147.4) (111.5) (107.9) (42.5)

Lagged labor regulation -165.5 -111.1 -49.94 -53.91
(99.68) (98.51) (64.00) (37.33)

State effects YES YES YES YES
Year effects YES YES YES YES
State time trends YES YES YES YES
R2 0.93 0.88 0.87 0.82
N 224 224 224 224
Standard errors calculated using robust standard errors clustered at the state level are reported in parentheses

* significant at 10%,** significant at 5%,*** significant at 1%.

Table 8: Results Summary: Greyhounds and Industrial Performance

1970-2000 1970-1997

SCM D-i-D SCM D-i-D
Industry 437.95 294.4 391.86 557.0
Manufacturing 377.52 238.6 352.54 409.5
Registered Manufacturing 202.89 137.4 208.16 241.2
Unregistered Manufacturing 112.91 101.6 92.50 162.0
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Table 9: Greyhounds and Registered Manufacturing Performance: 1980-1997

Log no. factories Log real output Log real capital

Greyhounds 0.304∗∗∗ 0.174∗∗ 0.176∗

(0.0499) (0.0774) (0.0981)

Labor Regulation 0.0348 0.00374 0.109∗∗

(0.0301) (0.0462) (0.0549)

Delicense -0.143 -0.540∗ -0.142
(0.129) (0.282) (0.390)

FDI reform 0.379∗ 0.942∗∗∗ 1.157∗∗∗

(0.200) (0.259) (0.401)

Delicense * Labor Regulation -0.0382∗∗∗ -0.0651∗∗∗ 0.0102
(0.0141) (0.0232) (0.0308)

FDI Reform * Labor Regulation -0.000692 -0.0802∗∗∗ -0.108∗∗∗

(0.0136) (0.0215) (0.0305)

Congress seats 0.00277 -0.0619 -0.166
(0.159) (0.227) (0.356)

Left parties seats -1.557∗∗∗ -1.726∗∗ -2.455∗∗

(0.492) (0.704) (1.020)

Janta Dal parties seats -0.0463 0.0414 -0.0908
(0.174) (0.259) (0.380)

Hindu parties seats 0.543∗∗ 0.459 0.770
(0.208) (0.294) (0.502)

Regional parties seats 0.202 0.405∗ 0.423
(0.179) (0.242) (0.351)

Log Development Expenditure 0.290 0.360 0.479
(0.195) (0.298) (0.447)

Constant 6.652∗∗∗ 13.40∗∗∗ 11.32∗∗∗

(0.884) (1.348) (2.019)

State-Industry effects Yes Yes Yes

Industry-Year effects Yes Yes Yes

Observations 2639 2639 2639
Adjusted R2 0.967 0.939 0.912

Standard errors calculated using robust standard errors clustered at the state-year level are reported in
parentheses. The details of the variables are provided in the appendix. * significant at 10%,** significant
at 5%,*** significant at 1%.
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Table 10: pc Services NSDP Predictor Means

Variables Andhra Pradesh Synthetic Control
HDI 0.30 0.29
Population Density (persons/sq. km.) 176.50 281.73
Road Density (km./1000 sq. km. area) 366.00 432.30
Per capita electricity consumption (KwH) 114.35 126.13
Total HH with safe drinking water (%) 25.89 30.54
Log per capita Development Expenditure 4.95 4.82
1971 pc Services NSDP (1999 prices) 2226.45 2277.91
1984 pc Services NSDP (1999 prices) 3102.50 3224.33

Table 11: State Weights: Services

State Weight
Bihar 0.00
Karnataka 0.46
Madhya Pradesh 0.24
Maharashtra 0.00
Orissa 0.00
Uttar Pradesh 0.30
West Bengal 0.00

Table 12: pc Agricultural NSDP Predictor Means

Variables Andhra Pradesh Synthetic Control
HDI 0.30 0.30
Population Density (persons/sq. km.) 176.50 178.54
Rural population under poverty line (%) 37.68 52.99
Foodgrain Yield 960.06 798.94
Average monthly Rainfall (s.d.) 43.52 54.41
1974 pc Agricultural NSDP (1999 prices) 4409.73 4238.96
1978 pc Agricultural NSDP (1999 prices) 3338.53 3312.59
1987 pc Agricultural NSDP (1999 prices) 3129.55 3361.12
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Table 13: State Weights: Agriculture

State Weight
Bihar 0.15
Karnataka 0.51
Madhya Pradesh 0.34
Maharashtra 0.01
Orissa 0.00
Uttar Pradesh 0.00
West Bengal 0.00
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